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The importance indicators for ResNet18 

and ResNet50.

Visualization

Overview Motivation ILP based policy search

We design an integer linear programming-

based one-time method to allocate bit-width 

automatically.

In our work, we find the scale-factor in the quantizer 

can be used to reflect the quantization-sensitivity of 

different layers.

Results

Performance results

Efficiency results

Based on our importance indicators, the MPQ policy search time 

for ResNet18 and ResNet50 is 0.06s and 0.35s, respectively.

The exponentially large discrete search space in mixed-

precision quantization makes it hard to determine the 

optimal bit-width for each layer.

Previous works usually resort to iterative search 

methods on the training set, which consume hundreds or 

even thousands of GPU-hours. 

Quantization function (quantizer) Learnable scale-factor

We conduct a comparative experiment for MobileNetv1 

to observe the numerical difference of the scale-factors.

We consider two example layers with well-trained s and weights 

under 2bits quantization. The learned scale-factor s controls the 

quantization intervals and their corresponding quantization levels 

(see the areas with different colors). 

One can see we should give the layer on the right (with larger 

scale-factor value) more bit-width, since more continuous values 

are mapped to the same quantization level (e.g., the green area). 

One can see that the scale factor values of DW-conv 

layer (more sensitive) are significantly higher than the 

PW-conv layer (less sensitive).

Motivation - the scale factors are optimized to adjust the quantiz-

ation mapping during training. After converging, they naturally 

capture the quantization information of layers.


