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Challenge: Mixed-Precision Quantization Datasets Require Consistency with Model Training

SEAM: decoupling the datasets for MPQ searching efficiency using class-level information

Observation:
Improper mixed-precision policy

diminishes class margins and
produces ambiguous decision boundaries

Results: ImageNet classification

inefficient
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Eq.4 &Eq. 10:
intra-class compactness

Proposed method:
Search on a small proxy dataset by identifying policies that 
uphold the discriminative nature of feature representations

Eq.4 &Eq. 10:
inter-class separation
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